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Abstract— Polarimetric slope sensing (PSS) is a powerful
and flexible technique for remote measurement of the air–sea
interface. However, the effects of subpixel slope variability on
the measurement itself are poorly described. We identify two
principal areas of concern: 1) the process of computing wave slope
from polarized light intensity is nonlinear, so variability may
introduce net-nonzero biases and 2) novel division of focal plane
(DoFP) detectors make spatially non-collocated polarization mea-
surements. Through interpretation of field observational data and
the output of a numerical light reflection model, we find that
both effects negatively impact wave slope field reconstruction,
particularly for pixel sizes greater than 1 cm. These results are
important for future application of the technique from airborne
platforms.

Index Terms— Division of focal plane (DoFP), gravity-capillary
waves, polarimetric slope sensing (PSS), polarimetry, wave slope
sensing.

I. INTRODUCTION

SHORT ocean waves are critical mediators of physical
interactions between the Earth’s atmosphere and oceans.

The intimate connection between surface wave state and
air–sea interaction has been exploited to a great degree by
electromagnetic remote sensing techniques. However, each
particular technique (e.g., microwave SAR, X-band marine
radar, HF radar) offers information along a specific scale
and direction, necessitating the development of techniques,
which are able to illuminate a fuller set of details in the
surface wave field. Characterization of surface waves with
length scales less than 1 m has been the highest priority
(due to their crucial role in mediating air–sea fluxes [1],
[2], [3]) and the source of the greatest vexation (due largely
to the contamination of frequency-based analysis by mean
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currents and wave orbital advection). Imaging techniques such
as stereophotogrammetry [4], [5], [6] allow one to reconstruct
the instantaneous sea surface over spatial scales ranging from
decameters to decimeters. Amplitudes are at or below the
displacement accuracy for photogrammetry for waves that are
partially or predominantly restored to equilibrium by capillar-
ity (wavelength λ ⪅ 6 cm [7]). However, the slope signal at
those spatial scales is suitably large to enable reliable sensing
of the surface slope field; this was first done in laboratory
wind-wave tanks [8], [9], [10], but developments in the 1990s
enabled field observations of wave slope spectra [11], [12].
The development of polarimetric slope sensing (PSS) [13]
enabled non-contact monocular passive sensing of surface
waves with lengths down to millimeters and periods down
to less than one-tenth of a second.

However, PSS remained a somewhat niche technique,
with wide adoption hampered by the prohibitively expen-
sive/custom equipment required to make precise polarization
measurements with sufficiently small (≈1 ms) integration
times [14]. However, division of focal plane (DoFP) polarimet-
ric sensors, such as the increasingly popular Sony Polarsens
CMOS IMX253MZR, host integrated on-detector micropolar-
izer grid arrays, allowing for synchronous polarization sensing
with low integration times. The wide commercial availability
and low cost (10×–100× less than previous generations) of
the cameras that contain these detectors has brought a renewed
interest in PSS. This renewed interest justifies the investigation
of two concerns—one (C1) long-standing with PSS and one
(C2) newly presented by the DoFP detector design as follows.
C1: Spatial averaging of the polarization state is not necessar-

ily equivalent to spatial averaging of surface orientation.
a) As the spatial footprint of an individual pixel increases,

to what degree does sub-pixel variability in slope
impact calculations of sea surface slope (Fig. 1)?

C2: Polarization intensity measurements made by DoFP
polarimeters are spatially sparse (non-collocated).

a) Does this spatial sparseness inherent to DoFP
polarimeters create aberrations in the computed slope
field?

II. POLARIMETRIC SLOPE SENSING

The work of applying the fundamental developments of
Stokes and Mueller to the problem of remote sensing of ocean
waves stretches back approximately 40 years from the present
day [17], [18]. Zappa et al. [13] provided a self-contained,
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Fig. 1. DoLP of modeled light [15] reflected from the surface of a
simulated [16] gravity-capillary wave. (a) Full (0.01 cm) resolution. (b) Wave
subjected to 1-cm moving smoothing filter.

practical description of the steps required to infer water surface
slope fields from observations of the polarization state. Given
measurement of the intensity (I ) of linearly polarized (0◦, 45◦,
90◦, and 135◦) light across a spatial array, we may compute the
normalized Stokes parameters S̃1 = S1/S0 and S̃2 = S2/S0:

S̃1 =
I0 − I90

I0 + I90
(1)

S̃2 =
I45 − I135

I45 + I135
. (2)

Measurement of the Stokes parameters allows one to com-
pute the polarization orientation (ϕ) and degree of linear
polarization (DoLP) at each point in the imager’s field of view

DoLP =

√
S̃2

1 + S̃2
2 (3)

ϕ =
1
2

tan−1
(

S̃2

S̃1

)
. (4)

DoLP itself varies with the specular reflection angle of
incidence (θ) and the real index of refraction (n). If we
assume that sky-leaving radiance is unpolarized and upwelling
(surface-leaving) radiance is negligible, we may simplify the
Mueller calculus [13], [18] and represent DoLP in terms of
incidence angle and index of refraction

DoLP(θ, n) =
2 sin2(θ) cos(θ)

√
n2 − sin2(θ)

n2 − sin2(θ) − n2 sin2(θ) + 2 sin4(θ)
. (5)

Calculation of ϕ may be done directly through (4). How-
ever, inversion of (5) to obtain θ given DoLP (and an
assumed/measured n) is non-trivial; a nonlinear solver would
be prohibitively expensive to run for each pixel (order one mil-
lion) in the frame, while the use of a least-squares polynomial
fit would risk the introduction of systematic bias at extremely
low and high angles of incidence.

Our chosen mode of operation has been to use a “lookup
table” of sorts, wherein θ is defined at ⪅0.1◦ resolution,
and the corresponding DoLP is computed. These values

of θ are then mapped via cubic interpolation onto an array of
104 evenly spaced levels in DoLP ranging from 0 to 1 and
then saved to file for use in all future observations. After
arrays of Stokes parameters have been obtained from observed
polarized light intensities [(1) and (2)] and DoLP has been
computed [(3)], the DoLP is rounded to the nearest 1 × 10−4

and then multiplied by 1 × 104 to produce the appropriate
index of the DoLP → θ lookup table.

Once the angles θ and ϕ have been obtained, we may
determine the surface normal vector a field via coordinate
transformation

a =

ax

ay

az

 =

sin(ϕ) sin(θ)

cos(ϕ) sin(θ)

cos(θ)

. (6)

For our purposes, the surface normal vector field is simply
an intermediate step on the way to the surface slope field.
We are interested in the slope due to its fundamental relation-
ship with the surface elevation: ∇η = [Sx (x, y)x+Sy(x, y)y].
We compute the surface slope in the cross-look (x) and along-
look (y) directions as −ax/az and −ay/az

Sx = − sin(ϕ) tan(θ) (7)
Sy = − cos(ϕ) tan(θ). (8)

Of course, the first crucial step in making this observation
is to obtain the polarized light intensities. Although a full
review of the detectors that might be used to this end is
beyond the scope of the present work, we mention a few
technologies that have been particularly helpful to the practical
observation of water surface slope. The one we mention first
is the newest on the block: a DoFP polarimeter, in which all
of the incoming light passes through a single optic and is
projected onto a single focal plane. Microgrid polarizers are
arranged in a staggered formation over the focal plane (Fig. 2).
A 2 × 2 block of polarizers that permit I0, I45, I90, and I135

is called a “superpixel” [19].
Fig. 2 depicts one approach for processing the mea-

surements made from a DoFP sensing array to yield
collocated values of polarized light intensity. Although we
employ the method of bilinear interpolation shown here [20],
alternatives to this process exist: for example, multipixel
kernel estimates [21] and neural network-based image demo-
saicking [22]. In the previous generation of polarimeter
design—the division of amplitude (DoAm) polarimeter—the
incoming light is split and filtered, with one separate detec-
tor array allocated for each desired polarization of light.
Early devices utilized relatively inefficient polarization filters,
which required ≈10 ms integration time per frame [7], [13].
This could be mitigated through the use of efficient polar-
izing beamsplitters, allowing for sub-millisecond integration
times [14], [23]. Even at their best, DoAm polarimeters had
high unit cost and presented challenges with respect to spatial
coregistration and frame synchronization. After a period of
fundamental testing and evaluation [19], cameras with DoFP
detectors became widely available at low cost (namely, the
Sony Polarsens CMOS IMX253MZR), lowering the barrier of
entry to polarimetric wave slope sensing. This development
is positive, though it necessitates additional investigation into
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Fig. 2. Left: DoFP array, with line segments indicating the orientation of on-pixel micropolarizers; red boxed region represents a single ‘superpixel’ containing
one of each micropolarizer. Center: sparse arrays obtained in post-processing, each containing only a single component (e.g., I45) of polarized light. Right:
arrays produced via bilinear interpolation of sparse arrays, yielding a value of the linear polarization state [I0, I45, I90, I135] at each point.

Fig. 3. Along-look (y) component of a water slope field obtained from a DoAm polarimeter during RaDyO 2008 [14], [24]. (a) Full resolution and degraded
through averaging at the level of either (b) slope or (c) intensity (see Section III-B). An additional step involved imitation of a DoFP detector design and use
of either (d) bilinear interpolation or (e) 12-pixel kernel [21]. Despite size differences, all frames extend over the same spatial footprint: ≈67 × 67 cm.

effects associated with subpixel slope variability and the
consequences of spatially sparse polarization measurements,
as highlighted at the end of Section I of this document.

III. METHODOLOGY

Differences between full and degraded-resolution slope
fields are qualitatively subtle (Fig. 3), necessitating a sys-
tematic approach at the level of spectra and pixel-by-pixel
statistics.

Generally speaking, investigations into the performance or
fidelity of an observational technique require an external
standard as a reference point. Our investigation in particu-
lar requires that this external standard be of higher spatial
resolution than the observations under scrutiny—a tall order

given the exceptional (order 1 mm) resolution of existing PSS
field datasets [7], [14], [24]. We determined that the best
approach would involve a combination of field observational
datasets—collected from different sensor types—and numer-
ical modeling, allowing us to address each of our driving
questions in isolation. This approach was divided into three
distinct activities.

1) Generation of a synthetic sea surface at sub-millimeter
resolution, followed by implementation of a polarization-
aware ray-tracing model to produce simulated fields of
the Stokes parameters, yielding surface angles θ and ϕ.

2) Block-averaging of data collected via DoFP detector—
either at the level of raw polarized light intensity or at
the level of the computed slope field—for the purpose of
simulating an increase in pixel spatial size.
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Fig. 4. Left panel: Synthetic surface produced via wavenumber directional spectrum [28] and random phase approach [25]. The middle and right panels,
respectively, show θ (minus look angle θlook) and ϕ of modeled light reflected from this simulated surface [15].

3) Use of a high-resolution DoAm detector to obtain
spatially collocated polarization information, modifying
processing to mimic the sparse information of the DoFP
detector.

Activities 1) and 2) provided a means for investigation of
our first concern. (“Spatial averaging of polarization state is
not necessarily equivalent to spatial averaging of surface ori-
entation.”) Activity 3) enabled the interrogation of our second
concern. [“Polarization intensity measurements made by DoFP
polarimeters are spatially sparse (non-collocated).”] by way of
the DoAm polarimeter’s spatially dense measurement.

A. Modeling Light Reflection From a Synthetic Sea Surface

Our procedure for the generation of a synthetic sea surface
and modeling light reflection from that surface follows a
long-standing combination of methods, which have been used
to great success in electronic entertainment industries [25] and
is emerging as a powerful tool for the investigation of problems
relevant to remote sensing of surface waves [26], [27].

1) We applied a random phase approach to the simulation
of a realistic sea surface [25]; see the left panel of
Fig. 4. In this case, the wavenumber directional spectrum
of Elfouhaily et al. [28] was chosen because it yields
the long-wave characteristics of JONSWAP-type spec-
tra while constraining the high-wavenumber behavior to
reproduce the short-wave slope statistics first observed by
Cox [29].

2) We executed a simple ray-tracing model to compute the
change in the polarization state of light reflected from our
simulated sea surface [15]. Our implementation of this
model reverses the order of light propagation, treating an
artificial pinhole camera as the source of rays oriented at
the simulated sea surface. Given knowledge of the relative
orientation of the incident ray and the surface normal, the
Stokes parameters at that point in the field of view are
computed via Mueller calculus (Fig. 5).

These simulations were run at 12 wind speeds:
[3:1:14] m s−1 on 8192 × 8192 arrays with

Fig. 5. Simulation of light reflected from a facet oriented with a slope
vector of [0.01, 0.37]. The vectors a, i, and r represent the surface normal, the
incident ray, and the reflected ray, respectively. Vectors h and s are orthogonal
to the plane, which contains i and r (the scattering plane); h is parallel to the
x–y-plane, while s is parallel to the wave facet [15]. Given a Stokes vector
of S = [0.03,−0.02, −0.01], S̃1 = −0.66 & S̃2 = −0.33.

3.14 × 10−4 m px−1 spatial resolution (Nyquist wavenumber
kNyq = 104 rad m−1). The simulation was repeated ten times
per wind speed with new phase information to provide a
larger sample size for the comparisons.

We offer a few caveats relevant to this approach. First:
although waves in our simulation obey the gravity-capillary
dispersion relation, there are no additional hydrodynamic
constraints to enforce wave current interactions and the result-
ing parasitic capillary waves [30] or phase-locked bound
waves [31]. For this reason, we refrain from making 1:1 com-
parisons between the statistical results produced from our
simulations and those obtained from field observations of real
sea surfaces.

Second: We have assumed that sky-leaving radiance is
unpolarized, the result of which simplifies the calcula-
tions and eliminates the need for sky-leaving polarization
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Fig. 6. Flowchart representing strategies for investigating the effects of reduced resolution on the measurement of surface slope. For our simulated
surface/reflection approach, we start from the left of the flowchart; for our field observational approach, we start from the right of the flowchart.

measurements. Such an assumption is often made in real-world
observations [7], [13], though its validity strongly depends on
ambient illumination/weather conditions [32], [33]. We expect
that a uniform slope bias would be the principal result of
polarized sky-leaving radiance. Finally, we have neglected all
effects associated with surface-leaving (upwelling) radiance.
This assumption is often made for field observations, though
it is not universally safe to do so [34], [35]. Surface-leaving
radiance is expected to be mostly depolarized due to scattering
within the water column, resulting in a lower signal-to-noise
ratio. However, the pixel-scale effects at the focus of the
present manuscript are expected to exist regardless of these
known challenges associated with PSS, and as such we do not
discuss them further here.

B. Block Averaging: Intensity or Slope

To address the first concern, regarding the spatial averaging
of polarization state and surface orientation, we choose angle
of incidence θ and polarization orientation ϕ as variables
for comparison. Going beyond Stokes parameters or DoLP
allows for easier interpretation of results (e.g., one can easily
conceptualize a 1◦ error; the same cannot be said for error in
DoLP of 0.02). Stopping short of the slope field components
Sx and Sy allows us to make our comparison in the frame
of reference of the reflecting plane, before θ and ϕ are
entangled [i.e., as in (6)]. We leverage field measurements
of polarization intensity and the light reflection model on the
simulated surface to compare the results of spatial averages
of polarization state and surface orientation. In the text that
follows, we refer to “degraded” resolution; this refers to
the result of spatial averaging through by block-averaging,
where the mean value of n × n blocks of pixels is computed
to produce an image of reduced effective spatial resolution.
With field measurements of polarization state, we compare

low spatial resolution θ and ϕ fields computed two ways,
as summarized in the right-hand side of Fig. 6. In the first
method, θ and ϕ are computed from the measured intensity and
then the resolution is degraded (Fig. 6 lower right-to-left),
and in the second method, the measured intensity is degraded
and then θ and ϕ are computed (Fig. 6 upper right-to-left).
With simulated slope fields and the light reflection model,
two methods of computing low-resolution θ and ϕ are also
summarized in Fig. 6. In one method, high-resolution θ and
ϕ are simulated from the slopes with the reflection model,
and then the resolution is degraded (Fig. 6 lower left-to-right).
In the other method, the simulated slope is degraded to a lower
resolution, and then θ and ϕ are simulated with the reflection
model (Fig. 6 upper left-to-right).

C. Applying DoFP Processing to DoAm Data

Investigation of our second concern (regarding the sparse-
ness of the individual intensity measurements made via
DoFP) requires a source dataset, which was obtained with
a non-DoFP detector at exceptionally high spatial resolution
(≈1 mm px−1). We chose the dataset obtained during
the 2008 RaDyO field campaign [14], [24]. The polarime-
ter used during that campaign was a custom-built DoAm
device with a specialized optical path and four CCD cam-
eras. After laboratory calibration via integrating sphere and
external polarizing filter [36], a data reduction matrix was
produced, which allowed for calculation of I0, I45, I90, and
I135 at each pixel within a 768 × 576 array at a sample rate
of 60 frames/s. For that deployment aboard R/P FLIP, the
4.8◦

× 3.6◦ field of view yielded footprint of 1–1.25 m in
diameter with approximately 1.5 mm per pixel. A detailed
description of the short wave measurements made during
RaDyO 2008 is available elsewhere [14], [24].
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Fig. 7. RMSE for incidence angle (θ ) and polarization orientation angle (ϕ) computed from light reflected off simulated surface. Color indicates sub-block
rms slope. Top row contains results from simulation, with increasing vertical levels corresponding to input wind speed; bottom row contains results from
ASIT field campaign, with increasing vertical levels corresponding to percentile ranges in RMSE.

Our reprocessing of this dataset involved an intentional and
specific degradation to mimic the spatially sparse observations
made by a DoFP detector. In this process, arrays of the
full-frame intensity fields obtained via DoAm were subjected
to spatially offset subsampling (as in the middle panel of
Fig. 2) before bilinear interpolation to recover four new
intensity arrays (as in the right panel of Fig. 2). Tradeoffs
exist with this approach. On the one hand, interpolation is
intended to mitigate negative effects associated with sparse,
non-collocated observations. On the other hand, each of these
new arrays contains 25% of the information of their source
arrays, so care must be taken to avoid attributing too much
meaning to the high-wavenumber behavior of the computed
slope fields.

IV. RESULTS

A. Spatial Averaging of Polarization State

The first quantitative comparison we make follows our
permutation of the order of spatial averaging (polarization
versus slope) as represented in the flowchart of Fig. 6. Specif-
ically, we compare the surface angles θ and ϕ computed
from full-resolution fields (and then averaged in space) to

the surface angles computed from slope fields that have
themselves been averaged in space. We chose the root-
mean-square error (RMSE) as our metric for performing this
comparison. RMSE retains the units of the input variable
(e.g., in contrast with the coefficient of determination R2 or
the p-value of a 1:1 linear comparison). Furthermore, RMSE
provides information about point-to-point variation even if the
difference is zero on average, making the metric superior to
mean absolute error for our purposes here. The comparison
was executed by computing the point-by-point difference in
free surface angle (θ or ϕ) for a given wind speed, squaring
that difference, computing the average over all space (and
across all ensemble members), and then performing the square
root of the resulting quantity.

This comparison was performed on the outputs of sim-
ulations of the sea surface at 12 wind speeds (from 3 to
14 m s−1 in increments of 1 m s−1); an ensemble of ten
unique realizations of the sea surface was generated for
each wind speed. An analogous comparison was performed
on a set of DoFP field observations made in 2019 at the
air–sea interaction tower (ASIT) south of Martha’s Vineyard,
MA (70 cases, 1 m s−1

≤ U10 ≤ 12 m s−1).
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Results of this process are shown in Fig. 7: the top and
bottom rows contain results from the simulation and field
observations, respectively. The markers on these panels have
been colored by the root-mean-square (rms) slope of surface
waves smaller than the scale of the block average (e.g., at the
sub-block).

In our simulations, RMSE angle increased monotonically
with wind speed, saturating at higher levels of forcing
(U10 ⪆ 8 m s−1). Furthermore, error increased substantially
with block size before peaking at 5–10 mm and then weakly
rolling off for larger averaging regions. This behavior will
be discussed at greater lengths in Section V. For the sake
of clarity, RMSE angle obtained from the field observations
has been reported at five quantiles (tenth, 25th, 50th, 75th,
and 90th percentiles) for each of the six block sizes. This
distillation provides a simple view of the mean behavior
and variation of RMSE angle and preserves the salience of
sub-block rms slope. In these observations, we found RMSE
in θ to exhibit strong variation with block size in contrast
to the weak variation with block size of ϕ. For both angles,
RMSE was found to increase with sub-block rms slope for a
particular block size.

It is apparent that for any given block size, the sub-block
rms slope obtained from ASIT field observations is substan-
tially lower than the corresponding value in the simulation.
This is not a bias in the forcing regime: both the simulation
and the field observations span an analogous range in wind
speed. One reasonable explanation for the disparity lies in the
differing resolutions between the simulation (≈0.3 mm px−1)
and field observations (≈1.1 mm px−1). We did not change the
model resolution to match the field observation resolution: a
simulated sea surface that is not sufficiently smooth will yield
large spatial discontinuities in modeled Stokes parameters.
Rather than match resolutions and attempt to mitigate the
choppiness through an additional level of spatial averaging,
we elected to keep the simulation at a high resolution. Another
reasonable explanation for the disparity is associated with the
model spectrum used in our simulations [28]. This spectrum is
generally considered to be the standard reference in the field
of remote sensing of the ocean surface. However, no model
spectrum provides a perfect realization of the ocean surface
at every scale, a shortcoming that is particularly salient at
high wavenumbers, where there remains significant variability
between and among models and field observations [7], [24],
[37], [38], [39].

One of the distinguishing qualitative features of the
Elfouhaily et al. [28] saturation spectrum is its one short-wave
peak at k = 370 rad m−1 (λ = 17 cm, c = 23 cm s−1),
which does not vary with wind speed or fetch. The sim-
ulation results presented in Fig. 7(a) and (b) indicate the
existence of a single peak value of RMSE at a block size
of approximately 5–10 mm. In order to investigate the degree
to which variation of RMSE with block size in our simulations
is contingent upon the short-wave sea state, we performed
artificial “nudges” of the model spectral peak. These nudges
are presented in Fig. 8(a), which contains the original spectrum
(light gray curve) and the nudged (red/blue curves) spectra
(peak wavenumbers are provided in the form of wavelengths

Fig. 8. (a) Wavenumber saturation spectra [28] generated for U10 =

10 m s−1, with the short-wave peak shifted up/down by ±15% and ±25%.
(b) Corresponding RMSE in computed interfacial incidence angle θ ; vertical
lines connect short wave spectral peak to scale peak of RMSE output.
(c) 1:1 scatterplot of peak length scales from RMSE and saturation spectrum.

within the figure caption). The synthetic water surfaces
produced from these spectra were subjected to the same
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Fig. 9. Omnidirectional wavenumber saturation spectra for a particular case
(u∗ = 15.9 cm s−1). Color indicates the size of the block average applied
to the intensities before the calculation of the slope fields. The violet curve
(1.1 mm pixel size) represents the spectrum computed from the full-resolution
slope fields.

sequence of processing outlined in Fig. 6, yielding the RMSE
in θ as a function of block size [Fig. 8(b)]. Indeed: the scale at
which peak angular error occurs is positively correlated with
the scale of the saturation spectral peak, with the spectral peak
being uniformly larger than the RMSE peak [Fig. 8(c)].

Our next step of analysis involved examining the effect
of spatial averaging of polarization intensities on the wave
spectra. The wavenumber saturation spectrum B(k) shown in
Fig. 9 was computed from the omnidirectional slope spectrum
S(k) via B(k) = kS(k). The omnidirectional wavenum-
ber slope spectrum S(k) was computed by integrating the
wavenumber-frequency directional slope spectrum over all
directions and positive frequency [24]. Analysis proceeded
by comparing spectra computed from slope fields produced
from the measured polarization intensities (with a pixel scale
of 1.1 mm) to spectra computed from slope fields produced
from spatially averaged polarization intensities (with pixel
scales of 1.1 × N mm, where N × N pixels were block-
averaged). It is important to note that these measurements
were taken with a DoFP sensor, so the scale simulated
by 2 × 2 block averaging is the same scale of the superpixels
of the original measurement. A representative example is
shown in Fig. 9. The Nyquist wavenumber is, by definition,
halved by doubling the pixel scale. However, an additional
consequence of spatial averaging is that the spectral inten-
sity is diminished relative to the full-resolution spectrum at
scales much larger (wavenumbers much less) than the Nyquist
wavenumber. Spectral intensity, and thus contribution to the
total mean square slope (mss), is lost not only beyond the
Nyquist wavenumber but also within the resolved scales.
In cases when there is a significant spectral peak at high

Fig. 10. Percent difference between slope spectra computed from the
full-resolution fields and those computed from the block-averaged fields.
Panel (a) shows the average overall wind speeds, with color representing
block-averaging size. Panel (b) shows the difference from all runs spatially
averaged at 8.6 mm × 8.6 mm block size, averaged into five bins in air-side
friction velocity. Wavenumber is normalized according to (9).

wavenumbers corresponding to wind-driven capillary waves,
spatial averaging diminishes the peak despite resolving waves
at that scale.

We quantify this loss of spectral density with the percent
difference between the spectra computed from slopes produced
via full-resolution intensity fields and the spectra computed
from the slopes produced via spatially averaged intensity
fields.

We compute a normalized reference wavenumber k∗

k∗
≡

k − kmin

kmax − kmin
(9)

where kmin and kmax correspond to the minimum and maximum
wavenumber for each spectrum, respectively: kmin is the same
for all cases; kmax corresponds to the Nyquist wavenumber
for the full-resolution case but decreases with the level of
block-averaging. Note that k∗ varies between 0 and 1 for all
cases. The percent difference between the original spectra and
the spatially averaged spectra collapses along all pixel scales
with this normalization, as shown in Fig. 10(a). The spectral
energy is diminished by 20% at k∗

= 0.2 (at approximately
20% of the Nyquist wavenumber), and 80% of the original
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Fig. 11. (a) Saturation spectra produced from wave slope fields obtained during RaDyO 2008 [14], [24]. (b) Same, with a simulated DoFP array and bilinear
interpolation of intensities. (c) Percent difference between original and simulated DoFP spectra. Color indicates air-side friction velocity u∗.

spectral intensity is lost at k∗
= 0.7. We extend this analysis

to the range of wind conditions captured in the ASIT dataset in
Fig. 10(b). The percent difference between the original spectra
and the spatially averaged spectra at one scale for all cases is
conditionally averaged by friction velocity. Little variation is
observed among wind conditions, suggesting that the behavior
of spectra from spatially averaged intensities is not impacted
by pixel scale or wind forcing.

B. Investigation of DoFP-Specific Effects

Our second area of inquiry centered around effects specific
to the sparse polarization measurements made via DoFP array
detectors. These effects were investigated through the inten-
tional degradation of the polarization information obtained via
a full-frame DoAm polarimeter in a way that imitates the
measurement made via DoFP (as first presented in Fig. 6). Free
surface angles and omnidirectional saturation spectra produced
through imitation of the DoFP measurement process were
compared to the corresponding products of the 2 × 2 block-
averaged polarization intensity data. This intermediate step
was performed in order to isolate any effects specific to DoFP
polarimeters from those that might be due to the simple spatial
averaging described in Section IV-A.

Spectra produced from slope fields computed from the
2 × 2 block-averaged intensity fields are shown in Fig. 11(a),
with those produced from the imitation DoFP measurement
given in Fig. 11(b). The percent difference between the two
follows in Fig. 11(c); a positive (negative) difference indicates
that imitation DoFP spectral density is increased (decreased)
relative to the reference spectral density. For all wind speed
conditions, the DoFP imitation yields spectra with an energy
density that is reduced at high wavenumbers relative to the
spectra computed from simple block-averaged intensity fields.
This diminution is substantial: up to ≈50% for scales near the
reduced Nyquist wavenumber of ≈1200 rad m−1. However,
it is mostly isolated to the tail, with energy density for
wavenumbers less than half the Nyquist (≈600 rad m−1)

showing a ⪅20% reduction, and energy density for wavenum-
bers less than one quarter the Nyquist (≈300 rad m−1)
essentially unchanged. The full-resolution example spectrum
computed from slope fields actually obtained via DoFP detec-
tor (the violet trace in Fig. 9) shows a dramatic fall-off
for k > 0.5kNyq. Although no extreme resolution reference
point exists for these data, the diminished energy at high
wavenumbers could be the result of effects specific to DoFP
sensing.

As with our other investigations, it was important to test the
sensitivity of any such effects to the spatial area over which the
measurement occurred. To be specific, the spectral comparison
shown in Fig. 11 was performed at a single resolution:
1.3 mm px−1 at full-scale. However, given the dependence
of RMSE angle on block-averaging size as described in
Section IV-A, it is reasonable to expect that errors associated
with DoFP measurement might also increase in magnitude
with expanding superpixel size. In Fig. 12(a), we report
the rms difference in angle between observed slope fields
computed from block-averaged intensity and those computed
via imitation DoFP. We find that RMSE in angle increases
with block size at all levels of wind forcing and for all
levels of sub-block rms slope. A trendline (∝blocksize1/3) has
been provided for reference, though we offer no geometric
explanation for the particular functional form of that trend. The
corresponding percent difference in mss is given in Fig. 12(b).
For block sizes (i.e., our imitation “superpixels”) smaller
than 10 mm, the use of DoFP-style observation and processing
results in a difference in mss of ⪅10% relative to simple
block-averaging of the polarized light intensity fields for all
levels of wind forcing.

Although RMSE tends to increase with block size for a
given case/wind speed, it also appears to be the case that
particular levels of angular error occur at corresponding values
of sub-block rms slope across all wind speeds. In Fig. 12(a),
one can see a similar level of error (≈2.5%) for a 50-mm
block size at low wind as for a 5-mm block size at high
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Fig. 12. Processing of DoAm polarimeter intensities to simulate the effect of
DoFP processing on surface slope at the level of individual points. (a) Total
(along plus across-look) rms difference surface angle between (1) simulated
DoFP processing and (2) block-averaged polarization intensities. (b) Ratio
of mss obtained from DoFP processing and mss obtained from slope fields
computed from block-averaged polarization intensities. Both quantities are
given in terms of block-averaging size and colored by the rms slope at scales
smaller than the block size.

wind, with both cases having a sub-block rms slope of ≈0.05.
Similar patterns can be seen for increasing levels of sub-block
rms slope. The modeled subpixel rms slope curves shown in
Fig. 13 provide a bit more context: 1) for a given level of wind
forcing, increasing the block size (decreasing kcut) elevates the
subpixel rms slope and 2) a given level of subpixel rms slope
at almost every wind speed, albeit at different spatial scales.

V. DISCUSSION

The low cost, broad commercial availability, and high
fidelity of modern DoFP detectors have resulted in the rapidly
expanding use of the technology in recent years. Therefore,
the present work is not intended to serve as a comprehensive
overview of all challenges or opportunities associated with
DoFP (or polarimetry in general). However, there is an addi-
tional wrinkle that bears mentioning before we continue: the

Fig. 13. RMS wave slope associated with wave scales smaller than a cutoff
wavelength λcut = 2π/kcut. Computed over a range of wind speeds using the
model spectrum of Elfouhaily et al. [28].

problem of light rays encountering a polarizing filter oblique to
the orientation of the microgrid. This effect becomes relevant
when rays are not collimated before interaction with the focal
plane array (as is the case with DoFP detectors) and has been
shown to produce an aberration that varies with distance from
the detector center [40]. The DoFP observations we describe
here were made with a 75-mm lens, allowing us to neglect the
effects of light ray/microgrid obliquity on account of the very
small FOV (±3◦ from the frame center).

The hybrid observation/modeling approach was essential
for addressing the two concerns that motivated this work.
The field observational datasets in our stewardship were not
of sufficiently high spatial resolution (dx ≈ 0.1 mm) to
yield a reference surface wave field with negligible subpixel
slope variability. Indeed, the practical limitations imposed by
detector sizes would require unsuitably small fields of view
(≈10 × 10 cm) in order to achieve such high resolution.
By deploying a polarized light reflection model, we were
able to achieve our desired sub-millimeter resolution while
simultaneously capturing meter-length surface gravity waves.
Furthermore, while our DoAm field dataset allowed for direct
investigation of slope sensing effects associated with DoFP-
type detectors, the small number of observational cases [14],
[24] prevented a systematic analysis of variation with wind
speed. Therefore, a second field dataset was included in order
to expand our capabilities for investigating wave slope error
metrics and changes to slope spectral density with varying
block average size.

When interpreting the results from multiple field datasets
and numerical model output, it is useful to pose high-level
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questions that might synthesize the findings into clean take-
home messages. One such question that follows the concerns
raised at the outset and is particularly relevant to the prac-
tical application of PSS: Is there a particular “cutoff” pixel
scale at which one can no longer reliably obtain short-wave
information? The results of the simulation (Fig. 7) indicate
that 1–2 mm resolution is the lowest resolution one might
want for high-fidelity recovery of short-scale waves (RMSE θ

and ϕ ≤ 1◦). Complicating this picture is the fact that errors
for pixel sizes in the millimeter-centimeter range appear to
depend strongly on the short-wave spectrum (Fig. 8). As the
short-wave spectrum is not known a priori, this introduces an
indeterminate level of uncertainty—not a comforting finding.
The field observations used in support of this line of analysis
also show that errors in θ and ϕ tend to increase with block
size—albeit at a lower level and with a wider range of
variation.

Spatial averaging of polarized light intensity substantially
reduces the spectral energy density at wavenumbers smaller
than the Nyquist wavenumber (Fig. 9). This effect is remark-
ably consistent across block-averaging size and wind forcing
(Fig. 10(a) and (b), respectively). This unambiguous reduction
in spectral density is disturbing information for those looking
to use the entire spectral domain of their measurement. If one
wishes to accurately describe the high-wavenumber (gravity-
capillary to capillary) tail of the spectrum, it is likely prudent
to target a resolution much higher than required in order
to mitigate the negative side effects associated with spatial
averaging over regions with slope variability. However, we find
only ≈5% reduction in spectral energy density for surface
waves with k = 0.1 kNyq. That is, if one desires to reliably
observe long surface gravity waves via PSS, their sensing
system should be designed to have a ground sample distance
that is ten times smaller than the wave scale of particular
interest.

It is natural to extend this finding to the practical problem
of quantifying long-wave characteristics (e.g., significant wave
height and gravity wave spectral density [41], [42]) via air-
borne polarimetry. Specifically, a 75-mm lens on a camera with
the Sony Polarsens detector (3.45 µm pixel pitch) flown at an
altitude of 100 m would have a field of view of approximately
10 × 10 m, yielding strong response down to scales with
k = 0.1kNyq ≈ 32.1 rad m−1 (≈20 cm). Estimating per-
formance at greater altitudes (and correspondingly greater
pixel sizes, ≥10 cm) would require assumptions that the
normalized spectral behavior shown in Fig. 10 is universal
and not contingent upon sea state or observational parame-
ters. Rather than making any such extrapolations, we reserve
judgment until future observations can be made with a wider
variety of lenses at a broader range of altitudes. There is an
opportunity for low-flying UAV-based PSS to validate and
extend this spatial averaging analysis by acquiring surface
slope fields at different altitudes for a given level of wind
forcing.

For DoFP-type detectors, increasing the effective pixel size
appears to have two key negative outcomes relevant to the
sensing of surface waves. The first is shown in Fig. 11,
where we present evidence that the maximum wavenumber

at which the wave spectrum may be reliably defined is not
the Nyquist wavenumber kNyq, but 0.25–0.5 × kNyq. As we
are computing the ratio between spectra produced via DoFP
imitation and simple block-averaging, this reduction in spectral
energy density exists in addition to the effects shown in
Fig. 10. Taken at face value, these results indicate that up
to half of the spectral domain obtained via the DoFP array is
negatively impacted by the mode of sensing. However, if one
considers the array sizes (our DoAm: 768 × 576 pixels; the
novel DoFP: 2464 × 2048 pixels), modern DoFP detectors are
large enough to bear having their effective resolution halved
while still making a fine-scale measurement.

Furthermore, this new effect may be at least partially due
to image noise contamination of the smallest wave scales
resolved via our DoAm detector. Evidence of this contam-
ination comes in the form of upturned saturation spectra
(i.e., “flat” response of the slope spectra) at low wind
[Fig. 11(a)]. A recent [43] examination of a larger dataset
of field observations made using the same camera revealed
that the device was able to discern wave slopes as small
as 0.01–0.02 (0.5–1◦). Whether the reduction in spectral
density seen in Fig. 11 constitutes attenuation of real wave
energy or a benign smoothing through noise, it appears that
little information is lost if one chooses to use a 4 × 4
demosaicking technique (e.g., the 12-pixel kernel offered by
Ratliff et al. [21]) rather than the 2 × 2 bilinear interpolation
used here. The second negative outcome produced from our
mimicry of DoFP-type sensing is shown in Fig. 12(a): although
error relative to simple block-averaging tends to increase with
pixel (block) size, a stronger determinant of error is the wind
speed (and often, therefore, the sub-block rms slope). There is
a silver lining contained within Fig. 12(b): even with moderate
RMSE in surface angle (error in θ plus error in ϕ), estimates
of total mss are not substantially impacted until a single pixel
reaches 1–2 cm (10%–20% error in mss).

VI. CONCLUSION

At the outset of this article, we identified two concerns
associated with PSS, which arise from slope variability at
scales below the measurement pixel size.
C1: Spatial averaging of polarization state is not necessarily

equivalent to spatial averaging of surface orientation.
C2: Polarization intensity measurements made by DoFP

polarimeters are spatially sparse (non-collocated).
In order to test the degree to which these concerns impact

the quality of measurements made through PSS, we pursued
lines of analysis along three different trajectories.

1) Generation of a synthetic sea surface at sub-millimeter
resolution, followed by implementation of a polarization-
aware ray-tracing model to produce simulated fields of
the Stokes parameters, yielding surface angles θ and ϕ.

2) Block-averaging of data collected via DoFP detector—
either at the level of raw polarized light intensity or at
the level of the computed slope field—for the purpose of
simulating an increase in pixel spatial size.

3) Use of a high-resolution DoAm detector to obtain
spatially collocated polarization information, modifying
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processing to mimic the sparse information of the DoFP
detector.

Our key findings are provided in list form below.
1) The results of our light reflection simulation indicate that

millimeter-scale resolution is required to keep errors in
surface angle ⪅1◦

2) The degree to which error varies with pixel size is itself
dependent on the short wave (wavelength λ ≈ 1 cm)
spectrum, an object which is unknown a priori.

3) Increasing the spatial footprint of a pixel has a negative
impact on the quality of the short-wave measurement—
even at scales 4×–8× larger than the pixel size.

4) However, wave scales greater than ≈20× the pixel size
are well-resolved for pixels up to ≈75 mm in size, indi-
cating that airborne PSS might be suitable for measuring
longer surface gravity waves—though future measure-
ments are needed to test the upper limits of validity.

5) There is an additional penalty to resolution imposed
by DoFP detectors, which reduces the observed wave
spectral energy density at high wavenumbers. We find
that scales larger than 4× the pixel size are minimally
affected.

6) If one simply wishes to obtain the total mss, DoFP
detectors add no more than a 10% error for pixel sizes
smaller than 1 cm.

7) A key driver of errors associated with larger pixel sizes
appears to be the variability of slope at subpixel scales.

PSS is a powerful tool that enables measurement of surface
waves at scales ranging from millimeters to decameters (and
larger). We anticipate that our findings will help to guide
the application of the technique, while the publicly available
processing framework will encourage its adoption. As the
technique becomes more widely utilized, both our guidelines
and processing framework will likely need to be refined.
We believe that persistent (large sample size) and airborne
(large FOV) PSS datasets are of particular value to this
endeavor.
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